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> Pipeline of simultaneous interpretation

Automatic Speech Recognition (ASR)
simultaneous translation (ST) -

Text-to-Speech Synthesis (TTS)

> Input of simultaneous translation:
Inaccurate, unsegmented.

Spoken language domain.

> Robustness and Domain adaptability
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> For robustness
ASR result (streaming transcription): incremental, unsegmented.

Subword-level segmentation result of the streaming transcription is unstable.
Existing method: remove the last to prevent it from being incomplete.

Streaming Tokenization of Streaming. Transcription Input .
Transcription Standard Wait-2 Standard Wait-2 Char-Level Wait-2
Remove Last Token (Ours)
ftt . No input
B fh s 5, Unstable input| 4, v "y,
fi B (LTI 4 f/E/ > Delay | fo/R/BH/
25 Hb 7 R /BT / X | /2 > Delay | #8/2& /671501
RS AE /2 SR x | fib /52 / > Delay | fith /5% /815514 1
MRBFTAEY) | M/ BT/ ) ) X | TR TR b/ R 1B 15 A 1 1
tRBTIEYI | th/ 2/ W50/ Y8 | R BES E | fbRBR 5T
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> For domain adaptability

General domain the spoken language domain are quite different:

Word order
Punctuation
Modal particles

> Our system
Robust:
Propose the Char-Level Wait-k Policy
Domain adaptation:

Apply data augmentation on spoken language domain.
Combine two training methods to enhance the predictive ability.
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Method

> Char-Level Wait-k Policy
Source: character sequence after char-level
tokenization.
Target: subword sequence after subword-
level segmentation and BPE.
Read / Write policy: waiting for k source
characters first, and then reading and writing

Standard wait-k policy:

Subword-level

streamin;
input :‘ R0 H P33 HUN@@H IT H Y ’

v
wait for k tokens|

y
WelcomeH to HconcemH UNIT Hsystem

Char-level wait-k policy:

Char-level

streamin,
inputAE‘ b H bl H x H i HUNITH ES H 4t

v
wait for k tokens‘

A

7

/,
P Predict

WelcomeH to HconcemH UNIT Hsystem

alternately.

Input Sentence NI EZIUNIT R SR 56 1280 R AL

Output Sentence welcome to the 12th advanced course on UNIT system .
subword-level MT W /RE]/UN@ @ /IT/ ARG K15/ 12@ @/ 31/ =i RFE -

S.| character-level MT /KB JUINIYTI RIS IS 111218 & 19 R T R2 T .
Ours-[— _ | char-level tokenization XK/ /K /B JUNIT/ RIS 1891561121 8015 1 % R 12/
T

subword-level MT welcome/to/the/12@ @ /th/advanced/ course/on/UNIT /system/ .
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>  WHhy char-level simultaneous translation?

More robust
avoid unstable prefixes caused by subword segmentation.

More fine-grained latency
if one character is enough to express the meaning of a entire word, the ST
system does not have to wait for the complete word.

Translation quality will not be affected too much

only performs char-level tokenization on the source, and the target retains
subword-level tokenization.
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Method

> Domain Adaptation

Depunctuation

Source: delete the ending punctuation.
Target: unchanged.

Data Augmentation
For spoken language domain corpus.
Source: we perform 5 data augmentation
operations.
Target: unchanged.

Original B RFE ~ SPAK
__________ M, KRFEE
Depunctuation | ZAF&X#E « ZAHK
1, KR TFHIF
Original | 19574FFF|IEH E K2
CA““ 19574, FREILET b A2
__Comma | 777 TR
T Add 1957838 B 240 3K b K2
_Tone character | ~~~° "N
Copy 19574E B BIHbAL 3Tt A2
__ Character |~~~ "
Replace | osytegmess bk
__Homophone | 77 " TN
Cgel“’“" 19574 B BN | A
aracter
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Method

> Training Methods
Pre-training : general domain MT corpus
O  Multi-path training (Elbayad et al., 2020)
O  Future-guided training (Zhang et al., 2020b)
Fine-tuning : spoken language domain corpus
©  Original training: fix k and use the original prefix-to-prefix framework for

training, and train different models for different k.

Maha Elbayad, Laurent Besacier, and Jakob Verbeek. 2020. Efficient wait-k models for simultaneous machine translation.

Shaolei Zhang, Yang Feng, and Liangyou Li. 2020b. Future-guided incremental transformer for simultaneous translation.
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Experiments ——

> Datasets
CWMT19 Chinese - English: for pre-training. Datasets Domain | #Sentence Pairs
Lo . . CWMTI19 General 9,023,708
Transcription: for fine-tuning. Transcription | Spoken 37.901
Dev. Set: for evaluation. Dev. Set Spoken 956

> System setting
Offline: full-sentence MT based on Transformer.
Standard Wait-k: standard subword-level waitk policy.
Standard Wait-k + rm Last Token: In the inference time, the last token after the
word segmentation is remove to prevent it from being incomplete.
Char-Level Wait-k: our proposed method.
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Experiments ——

> Main Result

Char-Level Wait-k improves about 6 BLEU at low latency (AL=1.10).
More stable and robust.
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Experiments

> Ablation Study
Data processing: ‘Depunctuation’ and ‘Data Augmentation’
Training methods: ‘Future-guided’ and ‘Multi-path’

24 FCCCCTCCCTCCTOCTITCTTICTICTITTTITCCCCTI
22
20
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16 ---- Offline (Beam4) 16 - Offline (Beam4)
14 -==- Offline (Greedy) -~~~ Offline (Greedy)
—&—  Char-Level Wait-k 14 —©— Char-Level Wait-k
121 —<— w/o Data Augmentation —S— w/o Multi-path
—=— w/o Depunctuation 12 —<— w/o Future-guided
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The proposed char-level wait-k policy is more robust.

Data processing and two training methods improve the spoken language domain
adaptability.

For some language pairs with a large length ratio between the source (char) and the
target (bpe), we can read multiple characters at each step to deal with the long char-level
source. We put this into our future work.
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Thanks!

Contact me with:
g&a zhangshaolei20z@ict.ac.cn
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